Monte Carlo simulations of stray neutron radiation exposures in proton therapy
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Abstract

Proton radiotherapy patients receive unwanted stray neutron radiation generated in the treatment apparatus. The literature on this neutron radiation is sparse and disparate and pertains mainly to unique or antiquated systems. The present work reports on neutron dose equivalent per therapeutic absorbed dose ($H/D$) in a contemporary proton therapy system. We applied the Monte Carlo method to predict neutron exposure as a function of treatment field size and location in the treatment room. For a 250-MeV proton beam, $H/D$ values at isocenter increased from 13 to 20 mSv Gy$^{-1}$ as the collimating aperture was decreased from $18 \times 18$ to $0 \times 0$ cm$^2$. $H/D$ values generally decreased with distance from isocenter (20 mSv Gy$^{-1}$ at isocenter versus 0.9 mSv Gy$^{-1}$ at a distance of 150 cm). Neutron spectral fluence calculations revealed that $>50\%$ of the dose equivalent at all locations considered was from neutrons $>10$ MeV.

© 2006 Elsevier B.V. All rights reserved.
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1. Introduction

Radiation therapy is a widely used cancer treatment option. Interest in proton radiation therapy has been increasing in recent years because it offers superior normal tissue sparing when compared to conventional photon radiation therapy. Accelerated proton beams are modified so that they provide uniform doses to tumors that have very different shapes, sizes, and locations in the body. Passive beam-spreading techniques [1–3] are employed at the majority of the 25 proton therapy centers currently in operation worldwide [4]. Passive beam spreading typically uses a rotating range-modulator wheel to provide a uniform proton dose to the tumor in depth, static scattering foils to spread and flatten the beam laterally, and a final collimating aperture to conform the beam’s cross-sectional area to the tumor. As protons of up to 250 MeV interact in collimators and other beamline components, copious quantities of neutrons are produced, leading to unwanted whole-body neutron exposures to the patients.

The literature on secondary neutron exposures to proton therapy patients is sparse, and quantitative results are disparate. Qualitatively, however, the literature is in general agreement that secondary
neutron doses from proton therapy are small but not negligible. Binns and Hough [5] reported measured neutron dose equivalent per therapeutic absorbed dose \((H/D)\) values between 33 and 80 mSv Gy\(^{-1}\) in the 200-MeV passively scattered beamline of the National Accelerator Centre (NAC) at lateral distances ranging from 30 to 120 cm from the beam axis. Agosteo et al. [6] used Monte Carlo models of several passively scattered proton therapy systems (at the NAC, Centre Antoine-Lacassagne, and Paul Scherrer Institute) to estimate a maximum neutron absorbed dose per therapeutic dose of up to 10 mGy Gy\(^{-1}\) for a deep-tumor treatment. Yan et al. [7] measured the \(H/D\) values in the Harvard Cyclotron Laboratory’s 160-MeV proton treatment beamlines, which included a large-field nozzle, a radiosurgery nozzle, and an ocular nozzle. They reported \(H/D\) values for the large-field nozzle ranging from 0.91 to 15 mSv Gy\(^{-1}\) for increasing angles around the treatment nozzle at a distance of 50 cm from the isocenter. Polf and Newhauser [8,9] subsequently confirmed the Harvard large-field nozzle measurements with Monte Carlo simulations, reporting \(H/D\) values of up to 10 mSv Gy\(^{-1}\) around the treatment nozzle for a beam with a spread-out Bragg peak (SOBP) width of 8.5 cm. Similarly, Fontenot et al. [10] confirmed \(H/D\) values measured in the Harvard radiosurgery beamline [7], also using Monte Carlo methods. Schneider et al. [11] reported an \(H/D\) value for a spot scanning system at the Paul Scherrer Institute of approximately 4 mSv Gy\(^{-1}\) for large target volumes by performing both measurements and Monte Carlo simulations. Roy and Sandison [12] measured fetal \(H/D\) values of about 0.20 mSv Gy\(^{-1}\) for a 200-MeV proton field delivered to the mother’s chest at the Indiana University Cyclotron Facility. Jiang et al. [13] reported Monte Carlo predictions of whole-body effective doses of 2.3 mSv Gy\(^{-1}\) and 0.6 mSv Gy\(^{-1}\) for proton plans of lung and paranasal sinus treatments, respectively. We attribute the large differences in previously published \(H/D\) values to differences in the beam delivery systems and experimental conditions (e.g., field sizes) and large uncertainties in the measurements and simulations. Because the cross-sectional area of proton therapy fields varies between a few square centimeters and >600 cm\(^2\), the influence of the collimated field size is thought to be key in quantifying \(H/D\) values. However, to our knowledge, a systematic study of the influence of field size on \(H/D\) values has not been reported.

The aim of this work was to estimate the neutron dose equivalent per therapeutic absorbed dose, \(H/D\), which would be delivered to patients treated at a recently commissioned proton therapy facility using a state-of-the-art passive beam delivery system. In particular, we studied the variation in \(H/D\) with proton field size, as determined by the final beam-limiting collimator, and with location in the treatment room. Monte Carlo methods were used to estimate the neutron dose equivalent, \(H\), caused by neutrons produced in the beam delivery system; the therapeutic absorbed dose, \(D\); and the distribution of dose equivalent in neutron energy, \(H(E)\).

2. Methods and materials

2.1. Modeling of the beam delivery apparatus

We used the MCNPX Monte Carlo radiation transport code (version 2.5e) [14] to simulate the proton therapy beam delivery system because it has been extensively benchmarked against measurements in proton therapy applications [8–10,15]. MCNPX is a general-purpose code that can track up to 34 particle types, including protons. Nuclear interaction mechanisms modeled included elastic scattering, intranuclear cascades, and pre-equilibrium and evaporation emissions. For energies from 1 keV to 150 MeV, evaluated nuclear interaction cross-section libraries were used [16]; above this energy, hadronic cross-sections were estimated using the Bertini intranuclear-cascade model [17] for nucleons and pions and the ISABEL model [18] for other particle types. The cutoff energy for proton transport was 1 MeV. In a previous study, a special code system was developed to automatically generate MCNPX input files that model the proton treatment nozzles based on the mechanical design data for each component [19,20].

We simulated the passive scattering beam delivery system used at our institution (Hitachi America, Ltd., Brisbane, CA), a schematic of which is shown in Fig. 1. The nozzle contains a vacuum window through which the proton beam enters the nozzle, a beam profile monitor to measure the shape and position of the beam, a beam reference monitor to measure the beam intensity, a scattering-power-compensated range-modulator wheel to modulate the penetration depth, a second scatterer to flatten the beam profile, a middle base plate that serves as an interface between the gantry and nozzle and as a shield to help prevent radiation leakage, a range
shifter assembly to adjust the beam range, primary and backup monitor chambers for beam termination, a pre-collimator to collimate the beam, and a snout that holds the final collimating aperture. Table 1 lists the materials from which these components are constructed and their locations in the nozzle.

The proton source was modeled with a mean energy of 250 MeV, an initial Gaussian energy profile ($\sigma_E = 0.42$ MeV), and a Gaussian lateral intensity profile ($\sigma_x = 2.3$ mm) located 328.5 cm from the isocenter (Fig. 1), the origin of our simulation coordination system. These parameters were taken from analytical beam optics calculations provided to us by the manufacturer.

To study the influence of the collimated field size on the neutron dose equivalent, the length of a side of the square final collimating aperture was varied from 0 to 18 cm in increments of 2 cm. The neutron spectral fluence (defined according to ICRU Report 60 [21]) was tallied in 12-cm-diameter spherical receptors located at isocenter and at distances of $r = 50, 100, 150,$ and $200$ cm from isocenter and at angles of $\theta = 0^\circ, 45^\circ, 90^\circ,$ and $120^\circ$ with respect to the incident beam direction (see Fig. 1). In total, the neutron spectral fluence was tallied in receptors at 17 locations, including the isocenter. For each receptor, the neutron spectral fluence, $\Phi(E)$ (defined as $d\Phi/dE$), per proton entering the nozzle ($p$) was tallied in 438 logarithmically spaced bins from 10 meV to

<table>
<thead>
<tr>
<th>Component</th>
<th>Material(s) of construction</th>
<th>Distance from isocenter (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vacuum window</td>
<td>Stainless steel</td>
<td>328.5</td>
</tr>
<tr>
<td>Beam profile monitor</td>
<td>Air filled, aluminum walls, tungsten wires</td>
<td>320.6</td>
</tr>
<tr>
<td>Reference monitor</td>
<td>Air-filled, copper-coated polyimide walls</td>
<td>317.1</td>
</tr>
<tr>
<td>Range-modulator wheel</td>
<td>Tungsten alloy and aluminum alloy</td>
<td>306.0</td>
</tr>
<tr>
<td>Second scatterer</td>
<td>Lead alloy and ABS resin</td>
<td>228.9</td>
</tr>
<tr>
<td>Mid base plate</td>
<td>Brass</td>
<td>210.0</td>
</tr>
<tr>
<td>Range shifter assembly</td>
<td>ABS resin</td>
<td>194.8</td>
</tr>
<tr>
<td>Backup dose monitor</td>
<td>Air filled, copper-coated polyimide walls</td>
<td>151.3</td>
</tr>
<tr>
<td>Primary dose monitor</td>
<td>Air filled, copper-coated polyimide walls</td>
<td>153.8</td>
</tr>
<tr>
<td>Pre-collimator</td>
<td>Brass</td>
<td>80.0</td>
</tr>
<tr>
<td>Snout</td>
<td>Brass</td>
<td>0–48.0 (20.0 in this work)</td>
</tr>
<tr>
<td>Aperture</td>
<td>Brass</td>
<td>20.0</td>
</tr>
</tbody>
</table>
1 GeV. Between $2 \times 10^8$ and $1 \times 10^9$ proton histories were simulated for each aperture size to ensure statistical uncertainties of less than 1% in the neutron fluence values and less than 5% for the neutron spectral fluence in the bins near 1 MeV neutron energy.

2.2. Calculations of neutron dose equivalent per therapeutic dose

The neutron dose equivalent is defined as the product of the neutron absorbed dose, $D$, and the mean quality factor, $Q$. In this work, the neutron dose equivalent per proton was calculated as the product of the fluence per proton, $\Phi(E)/p$, and the fluence-to-dose-equivalent conversion coefficient, $h(E)$. The $h(E)$ values, which vary with the neutron energy, were taken from NCRP Report 38 [22], and the spectral fluence values per proton $\Phi(E)/p$ were obtained from the simulations, as described above. The neutron dose equivalent spectra per proton $H(E)/p$ was calculated using

$$ H(E)/p = h(E) \cdot (\Phi(E)/p), $$

where $E_i$ was the mean energy of the $i$th neutron energy bin. Performing a summation of the neutron spectral fluence over all energy bins, the neutron dose equivalent per proton ($H/p$) at each receptor location was given by

$$ H/p = \sum_{i=1}^{n} (H(E_i)/p) \cdot E_i, $$

where $n$ is the total number of energy bins and $E_i$ is the energy width of the $i$th energy bin.

The therapeutic dose per proton ($D/p$) was, by definition, taken at the depth in a water phantom that corresponded to the maximum therapeutic absorbed dose from a pristine proton Bragg peak. The value of $D/p$ was estimated from a separate simulation, using a geometry identical to that for $H/p$ determinations except for the introduction of a phantom to stop the proton beam and omission of the neutron receptors. The phantom, a box of water measuring $40 \times 40 \times 40$ cm$^3$, was positioned with its upstream face normal to the incident beam and located at isocenter. The neutron dose equivalent per therapeutic dose in units of Sv Gy$^{-1}$ was obtained using

$$ \frac{H}{D} = \frac{H/p}{D/p}. $$

Using these methods, we investigated the influence of the therapeutic field size by calculating $H/D$ values for 10 different aperture sizes and at three receptor locations. In addition, to examine the influence of the receptor location, we calculated $H/D$ values at 17 locations. In the latter series of simulations, a closed aperture collimated the proton beam to zero field size.

2.3. Analytical modeling of $H/D$ as a function of location

The behavior of $H/d/D$ was presumed to be governed by a power-law relation to the distance $d$, or

$$ H/d/D = c \cdot d^{-x}, $$

where $c$ is a constant of proportionality, $d$ is the effective source-to-receptor distance, and the exponent $x$ is the main parameter that governs the shape of the falloff with distance. The effective source distance, $d$, was calculated using

$$ d = \sqrt{(d_{iso} + r \cos \theta)^2 + r^2 \sin^2 \theta}, $$

where $d_{iso}$ was the effective neutron source-to-isocenter distance, and $r$ and $\theta$ were as defined in Fig. 1. The parameters $c$, $d_{iso}$, and $x$ were obtained from a multi-parameter conjugant gradient fit to the 17 $H(d)/D$ values obtained from simulations in which the final collimating aperture was closed, i.e., a $0 \times 0$ cm$^2$ field size.

3. Results

3.1. Distribution of dose equivalent in neutron energy

The energy-weighted neutron fluence and neutron dose equivalent spectra are plotted in Figs. 2 and 3, respectively. Three interaction mechanisms predominated in determining the shapes of these spectra. A low-energy peak, centered around 1 MeV, contained neutrons produced from evaporation processes. A high-energy peak, centered around 100 MeV, contained neutrons from direct (nucleon–nucleon) reactions from intranuclear cascades. Between these energies, neutrons ejected from compound-nucleus and pre-equilibrium processes were important. High-energy neutrons from the intranuclear cascade contributed about one-half to two-thirds of the neutron dose equivalent. Isotropically
emitted low-energy neutrons from the evaporation process contributed about one-third to one-half of the total dose equivalent. Since the high-energy neutron component is forward peaked, it fell off rapidly as distance from the beam axis increased. This effect can be seen in Figs. 2 and 3, where the high-energy peak is the most prominent component along the beam axis \((r = 150 \text{ cm}, \theta = 0^\circ)\) and the least prominent component lateral to the beam axis \((r = 150 \text{ cm}, \theta = 90^\circ)\). Since the evaporation process is isotropic, the low-energy neutron component varies mainly with the nozzle-to-receptor distance. At a given isocenter-to-receptor distance \(r\), the nozzle-to-receptor distance decreases slightly as \(\theta\) increases from \(0^\circ\) to \(90^\circ\). This leads to a slight increase in magnitude in the low-energy peak at large angles, as shown in Figs. 2 and 3.

To estimate the uncertainties in \(H/D\) due to uncertainties in the shape of the neutron spectra, we examined variations in the mean neutron quality factors, \(\bar{Q}\) as a function of location in the treatment room. We compared \(\bar{Q}\) values from NCRP Report 38 [22] at the dose-equivalent-weighted mean neutron energy \(\bar{E}\) in each spectrum at each location considered in this work. The extrema of \(\bar{E}\) were 43 MeV at isocenter and 21 MeV at \(r = 150\) cm and \(\theta = 120^\circ\). Despite a factor-of-2 variation in \(\bar{E}\), the corresponding \(\bar{Q}\) values at these extrema (6.5 and 8, respectively) varied by less than 20%. The weak dependence of \(\bar{Q}\) on \(\bar{E}\) suggests that the uncertainties in \(H/D\) due to possible systematic errors in the shape of the neutron spectral fluences were negligible. The statistical uncertainties were less than 5% (one standard deviation) in any single energy bin of the neutron spectra in the energy interval between 1 and 200 MeV, which is responsible for approximately 90% of the total dose equivalent.

### 3.2. Influence of field size on neutron dose equivalent per therapeutic absorbed dose

To assess the influence of proton field size (FS) on neutron dose equivalent, we examined the ratio of \((H/D)_{FS}\) for each field size considered to the corresponding value obtained with a closed aperture, \((H/D)_0\) (i.e., a field size of zero). Fig. 4 plots \((H/D)_{FS}/(H/D)_0\) as a function of field size obtained at isocenter, at \(r = 150\) cm and \(\theta = 0^\circ\) (150 cm downstream of isocenter), and at \(r = 150\) cm and \(\theta = 90^\circ\) (150 cm laterally displaced from the central axis). When the aperture size was decreased from \(18 \times 18\) to \(10 \times 10\) cm\(^2\), which is the interval of field sizes that would be used to deliver proton therapy to patients using the range modulator and second scatterer considered in this work, the neutron dose equivalent increased by approximately 29% at isocenter, 33% at \(r = 150\) cm and \(\theta = 0^\circ\), and 9% at \(r = 150\) cm and \(\theta = 90^\circ\).

The decrease in \(H/D\) with increasing field size can be understood in terms of the protons’ eventual fate. As the collimating aperture size increased, a greater
fraction of the protons escaped from the nozzle without producing neutrons. One exception to this trend was at \( r = 150 \text{ cm} \) and \( \theta = 0^\circ \), where the \( H/D \) values actually increased as the field size increased from \( 0 \) to \( 6 \times 6 \text{ cm}^2 \). This result can be explained by the fact that more neutrons generated from other components upstream of the nozzle, such as the range modulator, were allowed to enter the neutron receptor through the aperture when the aperture size was increased from \( 0 \) to \( 6 \times 6 \text{ cm}^2 \). The uncertainties in the \( H/D \) values are discussed in Section 3.3.

### 3.3. Influence of location on neutron dose equivalent per therapeutic absorbed dose

To obtain a conservative estimate of the \( H(d)/D \) values as a function of position in the treatment room \( (d) \), we performed the simulations using a closed final collimating aperture. We adopted this approach because of our results (described in the previous section) demonstrating that the closed aperture yielded the highest \( H(d)/D \) values in the vast majority of cases we considered.

The predicted values of \( H(d)/D \) as a function of location around the nozzle are given in Table 2. The \( H(d)/D \) value was largest at isocenter and decreased with increasing distance from isocenter for all angles considered. Given a constant distance to isocenter, the \( H(d)/D \) values generally increased with increasing angle; notable exceptions to this trend were the decreases in \( H(d)/D \) as the angle increased from \( 45^\circ \) to \( 90^\circ \) at distances of 100, 150, and 200 cm.

Uncertainties in the simulated \( H(d)/D \) values are believed to be large mainly because benchmark measurements are not available for the equipment considered in this work. Previous benchmark comparisons of simulations and measurements for the Harvard beamlines [7–10] revealed that the simulated values were systematically larger than the measured values. Part of this difference may be due to a systematic under-response of the instruments for neutrons with energies above 10 MeV [8], which contributed at least half the neutron dose equivalent in the present analysis (as discussed in Section 3.1). On the basis of these considerations, we estimated

<table>
<thead>
<tr>
<th>( r ) (cm)</th>
<th>( \theta = 0^\circ )</th>
<th>( \theta = 45^\circ )</th>
<th>( \theta = 90^\circ )</th>
<th>( \theta = 120^\circ )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>20.195</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>50</td>
<td>3.089</td>
<td>3.564</td>
<td>3.909</td>
<td>6.188</td>
</tr>
<tr>
<td>100</td>
<td>1.242</td>
<td>1.296</td>
<td>1.264</td>
<td>1.588</td>
</tr>
<tr>
<td>150</td>
<td>0.685</td>
<td>0.678</td>
<td>0.641</td>
<td>0.866</td>
</tr>
<tr>
<td>200</td>
<td>0.442</td>
<td>0.472</td>
<td>0.394</td>
<td>0.552</td>
</tr>
</tbody>
</table>

These values were obtained with a pristine 250-MeV proton beam entering the nozzle and a closed final collimator.

Fig. 4. Ratio of \( (H/p)_{FS} \) to \( (H/p)_0 \) values for square fields as a function of the length \( (a) \) of the side of the square collimating aperture at isocenter (triangles), at \( r = 150 \text{ cm} \) and \( \theta = 0^\circ \) (circles), and at \( r = 150 \text{ cm} \) and \( \theta = 90^\circ \) (squares). The solid lines are visual guides from interpolations between these discontinuous data points.

Fig. 5. The Monte Carlo and power-law predictions of the neutron dose equivalent, \( H(d) \), versus \( d \), the distance to the effective neutron source. These data correspond to a 250-MeV pristine proton beam blocked with a stopping-length final collimating aperture.
the uncertainty in our $H(d)/D$ values at about 40% (one standard deviation).

The power-law model accurately reproduced the relative $H(d)/D$ values at various locations in the treatment room. Fig. 5 plots the $H(d)/D$ values from the Monte Carlo simulations and from the power-law model predictions, revealing that agreement was within 9%, on average, and that the maximum discrepancy between the values was only 18%. These results are well within the uncertainties of the simulated $H(d)/D$ values. The values of the model parameters were $c = 2720 \text{ mSv Gy}^{-1}$, $d_{iso} = 19.3 \text{ cm}$ (used to compute the $d$ for each receptor using Eq. (5)), and $z = 1.6$.

4. Discussion

The main findings of this study may be summarized as follows. First and most important, the neutron dose equivalent per therapeutic absorbed dose ($H/D$) generally decreased modestly as the collimated proton field size increased from zero (a fully blocked field) to $18 \times 18 \text{ cm}^2$. Second, we found that it is possible to model $H(d)/D$ with a power-law relation in $d$, the distance to the effective neutron source. Third, an analysis of the distribution of neutron dose equivalent in neutron energy revealed that a substantial fraction (>50%) of the neutron dose equivalent was caused by neutrons with energies higher than 10 MeV. Our findings will allow us to take the next step toward routine prediction of $H/D$ values in clinical treatment planning and may be helpful in designing future comparisons of $H(d)/D$ values from different types of proton therapy machines.

Our data are consistent with the maximum $H/D$ value of 15 mSv Gy$^{-1}$ reported by Yan et al. [7] for the Harvard passive scattering nozzle. Our findings on the power-law behavior of $H(d)/D$ with distance from the effective neutron source confirm and extend the modeling methods reported by Polf and Newhauser [8]. The $H(E_n)$ spectra from this work are qualitatively in good agreement with those from simulations by Polf and Newhauser [8] and in reasonable agreement with the measurements from Yan et al. [7]. The high-energy neutron component was less pronounced in the $H(E)$ measurements from Yan et al., because their instruments are believed to under-respond to high-energy neutrons. Like Yan et al. [7], we found that neutrons with energies of less than 10 keV (thermal and 1/$e$ neutrons) do not contribute appreciably to the neutron dose equivalent because of the very small fluence-to-dose equivalent conversion coefficient in those energy regimes (about 3% of that for 1 MeV) as well as the relative low fluence in those regimes. As expected, the maximum $H/D$ value from the present work was higher than the 5-mSv Gy$^{-1}$ value reported by Schneider et al. [11] from a scanned-beam proton nozzle, which contains fewer materials in the beam path.

The results of this study, when applied to very small field sizes, should be interpreted with due consideration to the appropriateness of the scattering system used. In this study, $H/p$ was determined in an $18 \times 18 \text{ cm}^2$ proton beam, where it was implicitly assumed that the treatment field will ultimately be collimated to sizes in the interval between $10 \times 10 \text{ cm}^2$ and $18 \times 18 \text{ cm}^2$. To minimize neutron production, the machine at our institution was designed to produce three field sizes: small ($\leq 10 \times 10 \text{ cm}^2$), medium (between $10 \times 10 \text{ cm}^2$ and $18 \times 18 \text{ cm}^2$), and large (between $18 \times 18 \text{ cm}^2$ and $25 \times 25 \text{ cm}^2$). To produce different collimated field sizes, the scattering system components (range-modulator wheel and second scattering foil) may be exchanged. (Although scattering components in our machine can be exchanged quickly and conveniently, many other machines do not have this capability.) It is clear that if one generates an uncollimated field size that is much larger than the final collimating aperture size, proton losses and neutron production in the aperture will be increased. Therefore, for our treatment machine, the results presented here for small field sizes are not an indicator of the minimum (lowest achievable) $H/D$ values. In addition, in fields collimated to less than about 2 cm in diameter, the dose per proton decreases substantially because of a lack of lateral proton equilibrium in the patient or phantom [23]; this phenomenon is commonly called the field-size effect and would tend to increase $H/D$ values. For these reasons, the reader is advised to interpret the $H/D$ estimates from this work with due consideration to the uncollimated field size and the field-size effect.

Our study had several limitations. First, it was not possible for us to measure actual $H/D$ values since the facility was still under construction at the time of the study. However, our Monte Carlo models were previously benchmarked against actual measurements [8–10] and so are believed to be reliable. Second, our study was limited to our institution’s Hitachi proton therapy unit (ProBeaT);
however, similar findings are to be expected for similar machines, such as the treatment unit from ion beam applications [24]. Third, our results quantify only the neutron dose equivalent exposures associated with the beam delivery apparatus. The effects of the patient were intentionally excluded by determining the neutron spectral fluences free-in-air. Anatomical patient models (phantoms) have been shown to introduce complex neutron scattering and attenuation that cause \( H/D \) values to vary between patients and between various tumor locations within a patient [22]. Thus, we do not know how well the free-in-air \( H/D \) values from this study will predict the \( H/D \) values in anatomical phantoms. However, based on previous Monte Carlo studies [22], we believe the differences will be small in comparison with the associated uncertainties (cf. Refs. [7–10]).

The present results are important because they provide previously unavailable quantitative data on how the collimated field size affects \( H/D \) values. These data are potentially valuable in developing strategies to minimize the risk of late effects in patients receiving proton therapy. In particular, it is important to minimize the risk of second cancers in pediatric and young adult patients who have good prognoses. In addition, our study adds to the accumulating evidence suggesting that neutron dose equivalent exposures are non-negligible and warrant further study. Our findings suggest that the experimental approach used in this study (i.e., a closed-aperture condition and a free-in-air fluence determination) provides a simple and conservative means of estimating the exposures caused by neutrons produced within the treatment machine. However, the utility of this approach must be verified for a broader range of proton energies, modulation widths, and field sizes; these experiments are already under way in our laboratory.

5. Conclusions

We used Monte Carlo methods to estimate the neutron dose equivalent, \( H \), caused by neutrons produced in a therapeutic proton beam delivery system; the therapeutic absorbed dose, \( D \); and the distribution of dose equivalent in neutron energy, \( H(E) \). Our findings revealed that \( H/D \) values in a contemporary proton therapy unit increased from 13 to 20 mSv Gy\(^{-1}\) at isocenter versus 0.9 mSv Gy\(^{-1}\) at 150 cm from isocenter. Neutron spectral fluence calculations revealed that >50% of the dose equivalent at all locations considered was from neutrons >10 MeV. Our results suggest that neutron exposures to patients who receive proton radiotherapy are small but not negligible and that further study is needed. The modeling methods developed here may be extended to ultimately provide \( H/D \) predictions in routine clinical treatment planning. In addition, our results suggest possible avenues for designing future investigations to compare \( H(d)/D \) values from different therapy machines.
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